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ABSTRACT:   
data  mining  technology. Today  data  mining has  lots  of  application in  every  aspects  

of human  life. Applications  of  data  mining  are  wide  and  diverse.  Among  this  

health  care  is  a major  application  of  data  mining.  Medical  field  has  get  benefited  

more  from  data  mining.  Heart  Disease  is  the  most  dangerous  life-threatening  

chronic  disease  globally.  The  objective  of  the  work  is  to  predicts  the occurrence 

of heart disease of a patient using random forest algorithm. The dataset was accessed 

from Kaggle site. The  dataset contains 303 samples and  14  attributes are taken for  

features of the dataset.  

Then  it  was  processed  using  python  open  access  software  in  jupyter  notebook.  

The  datasets  are classified  and  processed  using  machine  learning  algorithm  

Random  forest.  The  outcomes  of  the dataset  are  expressed in  terms  of accuracy,  

sensitivity  and  specificity in  percentage.  Using  random forest algorithm,  we obtained 

accuracy of 86.9% for prediction of  heart disease with sensitivity value 90.6%  and  

specificity  value  82.7%.  From  the  receiver  operating  characteristics,  we  obtained  

the diagnosis  rate  for  prediction  of  heart  disease  using  random  forest  is  93.3%.  

The  random  forest algorithm has proven to be the most efficient algorithm for 

classification of heart disease and therefore it is used in the proposed system. 

Large amount of data can be extracted by a technique known as Data Mining 

Technology. In day to day human life, Data mining is widely used. It has created a 

vertical and significant role in field of health care. Data mining has been increasingly 

advantageous for the medical industry. The deadliest chronic condition in the world that 

can cause death is heart disease. The death rate can be decreased by conducting the early 

diagnosis of heart disease. This programme aids in the early diagnosis and prediction of 

heart disease. Healthcare organisations nowadays produce enormous amounts of data, 

yet those data are incredibly disorganised. This data can be used to forecast cardiac 

illnesses with simplicity if it is properly organised using data mining techniques. The 

goal of this research is to use the Random Forest and Decision Tree algorithms to 

forecast if a patient may develop cardiac disease. From GitHub, the dataset was 

accessed.  The data was then processed in a Jupyter notebook using open-source Python 

tools. Using the machine learning algorithms Random Forest and Decision Tree, the 

datasets are categorised and processed.  

 
 

1. INTRODUCTION: 

Cardiovascular illnesses, sometimes known as CVDs, 

affect the blood arteries that supply the heart and other 

body components. Fat deposits at the arteries cause this  

to happen, and blood clotting is a possibility. In 

addition to heart damage, other organs like the brain, 

heart, kidneys, and eyes all fail. 

http://www.jchr.org/


Journal of Chemical Health Risks 

www.jchr.org 

JCHR (2023) 13(4s), 371-379 | ISSN:2251-6727 

  

 

372  

  

 
Figure 1:X-RAY OF HUMAN HEART 

 

The various forms of CVD include: 1. coronary heart 

disease 2. vascular disease of the brain 3. Diseases of 

the peripheral arteries 4. Arthritis of the heart 5. 

Congenital cardiac condition 6. Pulmonary embolism 

and deep vein thrombosis. 

Chest pain or Discomfort is the primary symptom for 

Heart Disease. The other symptoms are syncope, 

dizziness, heartbeats speed, light headedness. These 

irregular heartbeats are indicative of a heart condition. 

One of the leading causes of impairments and mortality 

worldwide is CVD. A healthy lifestyle, a balanced 

food, and metal stability can stop this. 

This research article uses Python programming and two 

separate algorithms (decision tree and random forest) to 

focus on CVD risk factors, blood pressure, glucose 

levels, weight and lifestyle habits. Life style habits 

includes the daily routine food, time and type of 

exercise, smoking. All the above parameters are 

considered for risk reduction. Since it can help us to 

protect people in danger and give them a little more 

time to live, early detection of CVD is crucial. 

 

 

2.0 Objective of the Study: 

Having a system that can predict CVD is the main goal 

of this paper. which could help to lower the death rate 

from CVD and would be useful for the early detection 

of heart diseases. This system collects user information 

such name, age, gender, chest discomfort, cholesterol, 

etc. If a person has heart disease or not, the system will 

make a prediction. Additionally, the goal of this paper 

is to demonstrate the prevalence of heart disease by age 

and gender. The dashboard that is shown in the 

accompanying paper was used to visualise our system. 

 

3.0 Decision Tree: 

This particular form of graph uses the branched method 

to calculate potential choice outcomes. Since the data 

set is labelled, this classification is supervised. Graph 

visualisation software can be used to generate this tree. 

It has a similar structure to a flowchart, with each node 

representing test case of an problem and the results of 

the previous nodes are represented by branch. The class 

label is identified by final node, or leaf node. 

 

 
Figure 2: Decision tree 

 3.1 System Description Using Decision Tree:  
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The cardiac disease is predicted by this system. Heart 

disease is predicted using a decision tree. Making  

 

decisions is aided by decision trees, which offer sound 

decision-making methods. The examples are split up 

into different trees. It has leaf nodes, branch nodes, and 

root nodes. 

 

3.2 Random Forest: 

Primarily depending exclusively on one decision tree, 

the random forest takes the prediction from each tree 

and based its prediction of the ultimate output on the 

majority vote of predictions. It is a classifier that 

consists of a number of decision trees on various 

subsets of the provided dataset and takes the average to 

enhance the predicted accuracy of that dataset. 

 

 
Figure 3:Random Forest 

 

3.3 Relationship between Random Forest and 

Decision Tree: 

The random forest is nothing more than a collection of 

decision trees, the outcomes of which are aggregated 

into a single final result. They can limit over fitting 

without significantly increasing error due to bias. 

Random forest and decision tree have nearly same 

hyper parameters. A decision tree is created by 

randomly splitting data. 

 

 

Table 1: Difference between Random Forest and Decision Tree 
Sno. Random forest Decision tree 

1. combines several decisions Combines certain decision only 

2. Interpretation cannot be done easily  This can be interpreted easily  

3. Overfitting takes time  Can be overfit easily 

4. More accurate results are obtained  Less accurate results are obtained  

 

4.0 Dataset Structure and Description for the system: 

4.1 Importing Libraries:  
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Figure 4:Libraries in python 
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4.2 Basic Information from Dataset: 

 
Figure 5:Dataset information 

 

4.3 Heart Disease Frequency for Ages: 

 
Figure 6: Frequencies of Heart disease 

 

4.4 Random Forest: 
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Figure 7:Code for Random Forest 
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4.5 Decision Tree: 

Pseudocode Decision Tree  

1. Put the dataset's best attribute at the top of the tree. 

 

2. Make subsets of the training set. Subsets should be 

created in such a way that each subset has data with the 

same value for an attribute.  

3. Repeat steps 1 and 2 for each subgroup until you 

locate leaf nodes in all of the tree's branches. 

 

Decision Tree Assumptions: 

➢ At first, the entire training set is regarded as the 

root.  

➢ Categorical feature values are desired. If the values 

are continuous, they are discretized before the 

model is built.  

➢ Recursively, records are dispersed based on 

attribute values.  

➢ A statistical approach is used to place 

characteristics as the tree's root or internal node. 

 

4.5.1 Information gain  

It is the basic criterion which is used for splitting a 

node. It can be used with both continuous and discrete 

variables. 

 

 
Figure 8: Information Gain 

 

4.5.2 Gini index: 

This is an effective measure of randomness in a 

dataset's values. It seeks to reduce contaminants in a 

tree model from its root nodes (at the top of the 

decision tree) to its leaf nodes (vertical branches down 

the decision tree). This is used to describe a country's 

inequality. For example, the greater the value of the 

index, the greater the inequality. 

 

 
Figure 9: Formula for Gini index 

 

Similarly using visualisation codes for the given data 

decision tree is being obtained  

 

ADVANTAGES: 

When it comes to classifying labelled data, decision 

trees are simple to make. It makes complex facts easier 

for us to interpret. Our project shows that there are 

several data imports concerning the disease's prediction 

in the modern world. Therefore, we can easily 

understand the data by using a decision tree. The 

process of cleansing data can be sped up and 

investigated. This can also be applied to relationships 

that are not linear. 

 

DISADVANTAGES: 

Even though decision trees have many benefits, one 

disadvantage is that they are unstable by nature. When 

new information is added, this becomes complicated. 

Compared to other classifications, it takes a while. 

When the outcome is a continuous variable, this is less 

effective.
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Figure 8 : Pseudocode for Decision tree 

 

5.0 CONCLUSION: 

We covered decision trees and random forests, two 

supervised learning techniques utilised for both 

classification and regression, in the aforementioned 

academic study. This project's goal is to divide the 

provided GitHub data set, mostly using a set of 

guidelines and constraints. While the trees are growing, 

the random forest adds more randomness to the model. 

It looks for the best feature among a selection of 

randomly selected features. We have also studied the 

operation of a decision tree utilising well-known 

algorithms like GINI, information gain, etc. Last but 

not least, we also covered the benefits and drawbacks 

of decision trees and random forests. 
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