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ABSTRACT:  

Lung diseases refer to a wide range of illness conditions that affect the lungs, including 

pneumonia, TB, lung cancer, and numerous other respiratory issues. Recently, COVID-19 

is a global pandemic infectious disease with high mortality rate which also affects lungs. 

The earlier lung diseases such as Pneumonia and Tuberculosis are closely related to 

COVID-19. All these illnesses induce severe respiratory conditions and breathing issues, 

which ultimately cause death. So, it is necessary to classify these diseases which helps in 

providing early treatment to save lives. Features plays indispensable role in classification 

and feature selection or optimization helps to select the most significant features. In this 

research, a novel optimization algorithm namely “Modified Moth Flame Optimization” 

(MMFO) is developed for classification of COVID-19 from Tuberculosis and Pneumonia 

using Chest X Ray images. The proposed MMFO address the issue of population diversity 

in MFO by introducing an inertia weight to balance the exploitation and global search 

capabilities from the perspective of diversity. The proposed MMFO algorithm is evaluated 

using deep learning and the experimental results are compared with state-of-the-art 

optimization algorithms such as Moth Flame Optimization (MFO), Grey Wolf 

Optimization (GWO), Crow Search Optimization Algorithm (CSA), Dragonfly 

Optimization Algorithm (DA), Aquila Optimizer and Whale Optimization Algorithm 

(WOA). Comparison results proved the superiority of the proposed MMFO algorithm. 

 

 

1          Introduction 

 Most real-world situations involve a lot of data 

and so handling that data become extremely challenging 

and important task. A dataset has numerous features but 

not all the features are important and necessary. The 

performance of the model may be negatively impacted 

by some features that are unnecessary or redundant. 

Therefore, the primary goal is to is to lower the size of 

the original datasets while preserving the performance 

accuracy of the model [5]. Feature selection helps to 

reduce the number of features by selecting only the more 

relevant features. In order to determine the optimum set 

of features for feature selection issues, techniques such 

as greedy search, exhaustive search, and random search, 

etc. have been used. Premature convergence, extreme 
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complexity, and excessive computing cost are problems 

that plague most approaches. As a result, metaheuristic 

algorithms receive a lot of attention when dealing with 

this kind of situation [3].  

 Meta heuristic algorithms are one of the 

optimization methods which helps to solve optimization 

problems by providing optimal solutions [49]. These 

algorithms are simple, flexible, and capable of avoiding 

local optima [29]. The behavior of metaheuristic 

algorithms is stochastic and the algorithms begin the 

optimization process by producing random solutions. 

Meta heuristic algorithms has two phases namely 

exploration phase and exploitation phase [23,38]. The 

algorithms extensively analyze the promising search 

space during the exploration phase and the exploitation 

phase involves the local search of any potential area(s) 

that were discovered during the exploration stage. Meta 

heuristic algorithms are mainly categorized into two 

types based on their categories namely Evolution based 

and Swarm intelligence-based optimization algorithms. 

Evolutionary algorithms primarily imitate biological 

evolution and reproduction concepts. Examples of these 

algorithms are Genetic Algorithm (GA) and Difference 

Evolution (DE) etc. Swarm intelligence algorithms take 

their cues from the cooperative behavior of various 

creatures including fish, birds, insects, and animals etc. 

It uses wrapper model for feature selection. Few popular 

examples of swarm intelligence algorithms are Particle 

Swarm Optimization (PSO), Grey Wolf Optimization 

(GWO), Ant Colony Optimization (ACO), Cuckoo 

Search Algorithm (CSA), Grasshopper Optimization 

Algorithm (GOA), Whale Optimization Algorithm 

(WOA) and Moth Flame Optimization (MFO) etc. All 

these algorithms are utilized in various optimization 

problems and provides best results. It is observed from 

the literature survey that, Swarm intelligence algorithms 

are the important category and it received much attention 

as it is more flexible and able to provide better 

optimization results [25]. For solving the optimization 

problems, most of the researchers developed modified, 

improved and hybrid versions of both evolutionary 

[6,14,41,52] and swarm intelligence optimization 

algorithms [7,21,42,46]. In this research, Moth Flame 

Optimization algorithm is thoroughly studied and 

analyzed and a modified version of MFO is developed 

for optimization or feature selection with the capability 

to provide better performance than existing algorithms.  

2          Related Works 

 Swarm intelligence algorithms [9] have acquire 

popularity recently because of its performance. 

According to the past literatures, a sizable number of 

novel swarm intelligence algorithms have developed in 

recent years [8]. Some of the existing swarm intelligence 

algorithms are studied and presented in this section.  

 Particle Swarm Optimization was developed by 

James Kennedy and Russell Eberhart in 1995 [21]. It is 

developed based on the concepts of fish schooling, 

swarming and bird flocking theory. This algorithm is 

tested by applying it for various optimization problems 

and as a result, it exhibits best performance. The Grey 

Wolf Optimization (GWO) was introduced by Seyedali 

Mirjalili et al. [28] which imitates the leadership quality 

and hunting strategy of grey wolves. For the purpose of 

imitating the leadership quality, four different types of 

wolves are utilized. Moreover, three essential 

components of hunting the prey namely searching, 

encircling, and attacking are used. The Whale 

Optimization Algorithm (WOA) imitates the social 

behavior of whales [26]. The bubble net hunting behavior 

served as the basis for the WOA algorithm. The Ant Lion 

Optimizer (ALO) algorithm imitates the natural hunting 

behaviour of antlions [32]. Salp Swarm Algorithm (SSA) 

was introduced for the purpose of optimization. The 

primary inspiration of SSA is the swarming character of 

salps [26]. Grasshopper Optimization Algorithm (GOA) 

imitates the basic character of grasshopper swarms in 

nature and it is also applied to multi-objective problems 

[33]. Dragonfly Optimization Algorithm (DOA) is 

another swarm intelligence algorithm which mimics the 

swarming behavior of Dragonfly. The author also 

developed binary and multi-objective variants of DOA 

namely Binary Dragonfly Algorithm (BDA) [24] and 

Multi-Objective Dragonfly Algorithm (MODA) 

respectively [30]. In order to conduct global 

optimization, the Bat Algorithm (BA) is developed 

which imitates the echolocation behaviour of bats [50]. 

Moreover, the binary and multi-objective variant of Bat 

Algorithm namely Binary Bat Algorithm (BBA) [28] and 

Multi-Objective Bat Algorithm [51] is introduced to 

solve optimization problems. A novel Gorilla Troops 

Optimizer (GTO) is developed by Abdollahzadeh et al. 

[1] which mimics the social activity of Gorilla. Prairie 

Dog Optimization is the recently developed optimization 

algorithm by Ezugwu et al. [11]. It imitates the natural 
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activity and habitat of prairie dogs. The foraging and 

burrow building activities of these dogs are the basic 

inspiration of this optimization algorithm. All these 

algorithms are applied using various benchmark 

functions to check the efficiency of optimization.  

 An improved or modified version of few swarm 

intelligence algorithms are also developed to enhance the 

performance of the algorithms. An improved version of 

PSO was introduced by incorporating each particles 

memories to improve the swarm diversity and two novel 

functions are introduced to maintain balance between the 

two phases of optimization namely exploration and 

exploitation [22]. A novel hybrid optimization algorithm 

that concatenates two algorithms namely PSO and 

Genetic Algorithm (GA). The GA operators are 

incorporated with the heuristics of PSO in order to 

improve the performance of PSO [4]. Hybridization of 

PSO and ACO is also developed and named as PSO/ACO 

[17]. Hybrid approach of PSO and GWO is also 

developed to solve many optimization problems [44]. An 

improved GWO was introduced namely I-GWO which 

introduces new movement technique called Dimension 

Learning based Hunting (DLH). This modification 

improves the performance of GWO [36]. Another 

improved version is developed by introducing chaotic 

tent mapping to enhance the searching ability of grey 

wolves [18]. A hybrid model of GWO and WOA is 

developed in which the spiral equation of WOA is 

utilized in procedures of GWO [43]. WOA is integrated 

with Differential Evolution (DE) [45] to improve the 

exploration ability of optimization algorithms [35]. 

Modified version of Cuckoo Search (CS) optimization 

algorithm by introducing a new method for determining 

the step size [47]. An improved model of Binary 

Dragonfly optimization algorithm is introduced which 

utilizes various strategies to update the values of the 

coefficients utilized in BDA [15].   

 

3          Materials and Methodology 

 The outline of the research work is shown in Figure 1. 

 

 

 

 

 

 

  

  

 

 

 

 

 

 

 

      Figure 1. Outline of the Work 

This section explains about the steps involved in multi-

level classification of COVID-19 from Tuberculosis and 

Pneumonia Chest X Ray images along with dataset 

description. The input Chest X Ray (CXR) images are 

downloaded from NIH-Kaggle database [19]. Then, 

Preprocessing and Data augmentation is applied to the 
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input CXR images for normalization and resizing. 306 

features are extracted from the preprocessed image using 

a feature extraction technique namely “Fusion of 

Handcrafted and Deep features” (FHD). To reduce the 

number of features, the extracted features are fed into the 

proposed optimization technique namely “Modified 

Moth Flame Optimization” (MMFO) algorithm. Then, 

the reduced or optimized feature vector is utilized for 

multi-level classification of lung diseases.  

3.1       Dataset Description 

 Chest X Ray (CXR) images are collected from 

NIH-Kaggle database that includes categories such as 

Normal, Tuberculosis, Pneumonia and COVID-19. A 

total of 16,000 CXR jpeg images of size 512x512 are 

collected. Few CXR images are shown in Figure 2.  

Normal 

   

COVID-19 

   

Pneumonia        

   

Tuberculosis 

   
 

Figure 2. Sample images from the dataset 

A total of 16,000 CXR images are collected from the 

dataset and is split into training data and testing data 

where 70% is for training and 30% is for testing. The 

details of the dataset with classes and number of images 

are shown in Table 1.  
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Table 1. Dataset Description  

Dataset Class 
No. of images 

in the class 

No. of images 

for training set 

No. of images 

for testing set 

NIH 

(Kaggle) 

Normal 2228 1560 668 

Tuberculosis 5352 3746 1606 

Pneumonia 
Bacterial Pneumonia 2856 1999 857 

COVID-19 5564 3895 1669 

 

4      Data Preprocessing and Data Augmentation 

        In preprocessing, the input CXR images are resized 

as per the standards of the XceptionNet deep learning 

model (299X299X3). To improve the sufficiency and 

diversity, data augmentation techniques are applied to the 

preprocessed images. Data augmentation techniques 

helps to improve the classification accuracy [39]. Data 

augmentation techniques such as Horizontal Flipping, 

Image rotation and Image zooming are utilized in this 

research.  

5        Feature Extraction using Fusion of Handcrafted 

and Deep features (FHD) technique 

         The pre-processed images are fed into feature 

extraction process where the features are extracted using 

FHD feature extraction technique. This technique is the 

fusion of 50 Handcrafted features which are extracted 

manually using technique such as Gray-Level Co-

occurrence Matrix (GLCM) [34], Gray Level Difference 

Matrix (GLDM) [48] and Gray Level Size Zone Matrix 

(GLSZM) [40] and 1024 deep features which are 

extracted automatically using Modified XceptionNet 

model. In handcrafted features, GLCM helps to extract 

20 features whereas GLDM and GLSZM extracts 14 

features and 16 features respectively.   

6        Proposed Modified Moth Flame Optimization 

(MMFO) Algorithm  

          The Moth Flame Optimization (MFO) was 

invented by Seyedali Mirjalili [31] in 2015. Moths use 

the moonlight for navigation. By keeping a constant 

angle with the moon, moths travel along a straight line. 

In the presence of artificial light, they become 

disoriented and attempt to maintain a stable angle with it, 

producing a lethal spiral before collapsing to the light 

source and dying. This behavior of moths is taken as the 

inspiration and base for the Moth Flame Optimization 

(MFO) algorithm. A Modified Moth Flame Optimization 

(MMFO) is developed in this research work by adding 

inertia weight in standard MFO. The proposed MMFO is 

explained in this section. 

6.1    Population initialization 

         At first, population must be initialized and the initial solutions are generated randomly using Eqn (1).  

 Where ub refers to the upper bound and lb represents the lower bound, n is the size of the population, d indicates 

the number of dimensions or variables and R refers to the random number between (0,1). While generating the initial 

population, it is assumed that all moths can fly in one dimensional, two dimensional, three dimensional and hyper 

dimensional space. Moths represents the search agents and the set of moths (MO) are expressed in a matrix using Eqn (2). 

 

 Where t represents the total number of moths and v refers to the number of variables or dimensions. Each moths 

contains corresponding fitness values and the array to store the fitness value is also expressed in a matrix MF (moths’ 

fitness) using Eqn (3). 

𝑀𝑂 = 𝑅(𝑛, 𝑑) × (𝑢𝑏 − 𝑙𝑏) + 𝑙𝑏 (1) 

𝑀𝑂 =

[
 
 
 
 
𝑀𝑂1,1 𝑀𝑂1,2 … … 𝑀𝑂1,𝑣

𝑀𝑂2,1 𝑀𝑂2,2 … … 𝑀𝑂2,𝑣

: : : : :
: : : : :

𝑀𝑂𝑡,1 𝑀𝑂𝑡,2 … … 𝑀𝑂𝑡,𝑣 ]
 
 
 
 

 (2) 
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 The next key element in MFO are Flames. The matrix for flames (FS) like moth matrix is shown in Eqn (4). 

        

 

 

The matrix FF to store the corresponding fitness values for flames is shown in Eqn (5).  

  

 

The difference between the moths and flames is the way to update them in each iteration. Moths are the search agents which 

moves around the search space where flames are the best solutions that obtain so far. As a result, every moth investigates 

the search area around flames and updates it whenever a better solution is discovered. 

6.2     Position Update Mechanism 

  This mechanism imitates the firefighting activity of moths. In accordance with the sorted flames, the search agents 

or moths fly in a spiral pattern around the flames which is mathematically described in Eqn (6). 

 

Where 𝑀𝐹𝑖 refers to the updated position of ith moth, S is the logarithmic spiral curve, 𝐹𝑆𝑗 refers to the jth flame, k is the 

constant and r is the random integer between [a,1], where a decreases linearly from 1 to -2 when the number of iterations 

increases. 𝐷𝑖 refers to the distance between ith moth and jth flame. 

 In 

MFO, 

the position update mechanism is categorized into two types. The first type is described using Eqn (8).  

Where n(moths) refers to the number of moths and n(flames) represents the number of flames. In the above case, each moth 

fly around the respective flame and updates its position. The second type of position update mechanism is described in Eqn 

(9). 

 As 

per Equation 9, if number of moths is greater, then all moths update their position based on only one flame. This results in 

poor diversity of the population for optimization. Population with high diversity is necessary to search for larger range in 

the search space. To increase the diversity and to improve the performance of optimization, Eqn (7) is modified by adding 

𝑀𝐹 =

[
 
 
 
𝑀𝐹1

𝑀𝐹2
:
:

𝑀𝐹𝑡]
 
 
 

 (3) 

𝐹𝑆 =

[
 
 
 
 
𝐹𝑆1,1 𝐹𝑆1,2 … … 𝐹𝑆1,𝑣

𝐹𝑆2,1 𝐹𝑆2,2 … … 𝐹𝑆2,𝑣

: : : : :
: : : : :

𝐹𝑆𝑡,1 𝐹𝑆𝑡,2 … … 𝐹𝑆𝑡,𝑣]
 
 
 
 

 (4) 

𝐹𝐹 =

[
 
 
 
𝐹𝐹1

𝐹𝐹2
:
:

𝐹𝐹𝑡]
 
 
 

 (5) 

𝑀𝐹𝑖 = 𝑆(𝑀𝐹𝑖, 𝐹𝑆𝑗)    (6) 

𝑆(𝑀𝐹𝑖, 𝐹𝑆𝑗) =  𝐷𝑖 × 𝑒𝑘𝑟 × cos(2𝜋𝑟) + 𝐹𝑆𝑗  (7) 

𝑛(𝑚𝑜𝑡ℎ𝑠) ≤ 𝑛(𝑓𝑙𝑎𝑚𝑒𝑠) (8) 

𝑛(𝑚𝑜𝑡ℎ𝑠) > 𝑛(𝑓𝑙𝑎𝑚𝑒𝑠) (9) 
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an inertia weight [37] to improve the diversity of search space [12] in MFO. The modified equation is utilized in the 

proposed MMFO and is provided below.  

 

 Where W is the inertia weight, T indicates the current iteration and Tmax refers to the maximum iteration. The value 

of C is determined by the difference in positions of the moths in different dimensions and e refers to exponential. In Eqn 

(12), N refers to the population number, dim represents dimension, 𝑀𝑖,𝑗
𝑇 refers to ith moth in jth dimension at iteration T 

and 𝑀̅𝑗
𝑇
indicates the mean value of moths in j dimension at Tth iteration. L is described as maximum diagonal distance of 

the search space and is expressed using Eqn (13). 

Where 𝑢𝑏𝑗 indicates the upper bound and 𝑙𝑏𝑗 refers to the lower bound of the jth dimension in the search space. 𝐷𝑖 refers to 

the distance from the ith moth to the jth flame which is calculated using Eqn (14). 

  

To explore the optimal solution and to increase the convergence rate of the algorithm, an adaptive reduction mechanism 

for the number of flames is adopted in traditional MFO algorithm and is expressed in Eqn (15). 

  

 Where FN refers to the Flame Number, 𝑀𝐹 represents the maximum number of flames, current number of iterations 

and maximum number of iterations are represented by 𝑖𝑐 and 𝑖𝑚 respectively. The addition of inertia weight W in the 

proposed MMFO leads to increase in population diversity and expansion of search space. Moreover, there is a chance for 

the search agents to jump out of the trap to search for global optimal solutions even the solutions fall into local optima 

because of the greater search space. Therefore, in later iterations, the value of W decreases because of the gradual approach 

of 1 −
𝑇

𝑇𝑚𝑎𝑥
 to zero. At this time, significantly a greater number of moths can identify the best flame and is mainly based 

on the modifications carried out in the proposed MMFO which is expressed in Eqn (10).  

The Pseudocode of the proposed MMFO is provided below. 

𝑆(𝑀𝐹𝑖, 𝐹𝑆𝑗) =  𝑊 × 𝐷𝑖 × 𝑒𝑘𝑟 × cos(2𝜋𝑟) + 𝐹𝑆𝑗 (10) 

𝑊 = 𝑒−𝑐 × (1 −
𝑇

𝑇𝑚𝑎𝑥
) (11) 

𝐶 = 
1

𝑁 × 𝐿
× ∑× √∑ (𝑀𝑖,𝑗

𝑇 − 𝑀̅𝑗
𝑇
)

2
𝑑𝑖𝑚

𝑗=1

𝑁

𝑖=1

 (12) 

𝐿 =  √∑(𝑢𝑏𝑗 − 𝑙𝑏𝑗)
2

𝑑𝑖𝑚

𝑗

 (13) 

  

𝐷𝑖 = |𝐹𝑆𝑗 − 𝑀𝐹𝑖| (14) 

𝐹𝑁 =  𝑟𝑜𝑢𝑛𝑑(𝑀𝐹 − 𝑖𝑐 ∗
𝑀𝐹 − 𝑖𝑐

𝑖𝑚
) (15) 
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7     

 Multi level Classification 

        In this research, multi-level classification comprises 

two phases namely first level classification and second 

level classification. The first level represents triclass 

classification which contains three classes namely 

Normal, Tuberculosis and Pneumonia. The second level 

classification refers to the binary classification which has 

two classes namely Bacterial Pneumonia and COVID-

19. The CXR images which are identified as Pneumonia 

in the first level is taken as the input for the second level 

classification. For classification, Modified XceptionNet 

[10] is utilized which contains an additional 

convolutional layer and max pooling layer. Multi-level 

classification is shown in Figure 3. 
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                           Figure 3. Multiclass classification  

 

Multiclass classification is performed using Modified XceptionNet and the architecture of Modified XceptionNet utilized 

in this research work is shown in Figure 4. 

 

 

 

 

  

 
 

 

 

 

 

 

 

Figure 4. Modified XceptionNet based Multi-level Classification 
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The parameters utilized in Modified XceptionNet is listed in Table 2.  

Table 2. Parameters for classification using Modified XceptionNet 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is inferred from Table 2 that Categorical Cross entropy 

loss function and Nadam optimizer is used to train the 

modified XceptionNet. To optimize the training process 

of modified XceptionNet, Nadam optimizer is used. 

Nadam helps to increase the accuracy and minimize the 

training cost of the neural network. Modified 

XceptionNet is trained with 100 epochs in each training 

phase. The learning rate and the batch size was set to 0.01 

and 32 respectively.  

8          Experimental Result Analysis and Performance 

Evaluation 

 Experiments are carried out using CXR images 

to verify the efficiency of proposed Modified Moth 

Flame Optimization (MMFO) algorithm. The input 

images are pre-processed and features are extracted from 

the pre-processed image using the feature extraction 

technique namely “Fusion of Handcrafted and Deep 

features” (FHD). A total of 1074 features are extracted 

using FHD feature extraction technique which includes 

50 handcrafted features and 1024 deep features. The 

extracted features are given as input to the proposed 

MMFO algorithm. The proposed MMFO optimization 

algorithm selects 536 features which includes 10 

handcrafted and 526 deep features for multi-level 

classification. The selected 10 handcrafted features are 

listed in Table 2.    

 

Table 2. List of selected Handcrafted features 

Sl.No. Label Features Formula 

1 ENT Entropy 𝐸𝑁𝑇 = − ∑ {∑{𝑃𝑚,𝑛 . 𝑙𝑛[𝑃𝑚,𝑛]}

𝐶𝑔

𝑛=1

}

𝐶𝑔

𝑚=1

 

2 SAVE Sum Average 𝑆𝐴𝑉𝐸 = ∑ 𝑘.𝑃𝑖+𝑗

2−𝐶𝑔

𝑘=2

(𝑘) 

3 MP Maximum Probability  
𝑀𝑃 = 𝑚𝑎𝑥 {𝑃𝑚,𝑛} 

             𝑚, 𝑛 

4 GLN Gray level Non-uniformity  𝐺𝐿𝑁 = 
∑ (∑ 𝑃(𝑚, 𝑛)

𝐷𝑑
𝑛=1 )

2𝐷𝑔

𝑚=1

𝐷𝑧
 

Parameters Value 

Image Shape 299X299X3 

Data Augmentation RandAugment 

Base Model Modified XceptionNet 

Classifier Softmax 

Optimizer Nadam  

Loss function Categorical Crossentropy 

Class Triclass and Binary class 

Learning rate 0.01 

Dropout 0.5 

Epoch 25 to 100 

Batch Size 32 
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5 DV Dependence Variance 𝐷𝑉 = ∑ ∑ 𝑃(𝑚, 𝑛) (𝑛 − (∑ ∑ 𝑛𝑃(𝑚, 𝑛) 

𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

)

𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

 

6 HGLE High Gray Level Emphasis 𝐻𝐺𝐿𝐸 = 
∑ ∑ 𝑃(𝑚, 𝑛)𝑚2𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

𝐷𝑧
 

7 LAE Large Area Emphasis 𝐿𝐴𝐸 =  
∑ ∑ 𝑃(𝑚, 𝑛)𝑛2𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧
 

8 GLV Gray Level Variance 

𝐺𝐿𝑉 = ∑ ∑ 𝑝(𝑚,𝑛)(𝑚

𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

− (∑ ∑ 𝑝(𝑚, 𝑛)𝑚

𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

))2 

9 ZP Zone Percentage 𝑍𝑃 =
𝑁𝑧

𝑁𝑝
 

10 LALGLE 
Large Area Low Gray Level 

Emphasis 𝐿𝐴𝐿𝐺𝐿𝐸 = 
∑ ∑

𝑃(𝑚, 𝑛)𝑛2

𝑚2
𝑆𝑠
𝑛=1

𝑆𝑔

𝑚=1

𝑆𝑧
 

 

In Table 2, Features ENT, SAVE and MP are the features 

extracted using GLCM. In GLCM, Pm,n refers to the 

GLCM matrix where m and n are the gray level values of 

the image respectively. Cg represents the number of 

discrete gray levels in the image. Then, the features GLN, 

DV and HGLE are the features extracted using GLDM. 

In GLDM, Pm,n refers to the dependence matrix, p(m,n) 

represents the normalized dependence matrix and (m,n)th 

element describes the frequency of voxels with gray level 

m dependent voxels n in its neighbourhood present in the 

image. Finally, the features LAE, GLV, ZP and LALGLE 

are extracted using GLSZM. In GLSZM, Pm,n refers to 

the size zone matrix, p(m,n) is the normalized size zone 

matrix and (m,n)th element refers to the amount of zones 

which has gray level m and size n in the image. In 

GLCM,  

𝑃𝑖+𝑗(𝑘) = ∑ ∑ 𝑃𝑚𝑛
𝐶𝑔

𝑛=1

𝐶𝑔

𝑚=1      where m+n=k, k=2,3,……….2𝐶𝑔         (16) 

In GLDM, the input image is labelled as D. Let 𝐷𝑔 refers to the number of discrete intensity values in D, 𝐷𝑑 represents the 

discrete dependency sizes in D and 𝐷𝑧 refers to the amount of dependency zones in D. Number of dependency zones (𝐷𝑍) 

in the input image (D) is calculated using following Equations. 

𝑝(𝑚, 𝑛) =
𝑃(𝑚, 𝑛)

𝐷𝑧
 (17) 

𝐷𝑍 = ∑ ∑ 𝑃(𝑚,𝑛)

𝐷𝑑

𝑛=1

𝐷𝑔

𝑚=1

 
 

(18) 

 In GLSZM, Consider S as the input image. Let 𝑆𝑔 be the number of discrete intensity values in S, 𝑆𝑠 be the number 

of discrete zone sizes in S and 𝑆𝑧 refers to the number of zones in S. 

𝑝(𝑚, 𝑛) =
𝑃(𝑚, 𝑛)

𝑆𝑧
 

(19) 
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𝑆𝑍 = ∑ ∑ 𝑃(𝑚, 𝑛)

𝑆𝑠

𝑛=1

𝑆𝑔

𝑚=1

 (20) 

 

8.2       Performance Evaluation 

To evaluate the performance of the proposed MMFO 

along with Modified XceptionNet, performance metrics 

are used. Using the performance metrics, the proposed 

MMFO is compared with few existing optimization 

algorithms.  

 

8.1.1    Performance Metrics 

The performance metrics used in this research are 

Accuracy, Precision, Recall, F1 score Kappa and Error 

rate. The formula to calculate the performance metrics is 

explained in this section where TP refers to True Positive, 

TN denotes True Negative, FP represents False Positive 

and FN indicates False Negative. 

 

(i)        Accuracy 

            Accuracy is the simplest but significant 

performance metric which is just a ratio of accurately 

predicted observations to total observations.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

      (21) 

(ii)       Precision 

Precision is defined as the proportion of accurately predicted positive observations to the total number of expected positive 

observations. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
         (22) 

(iii)      Recall 

Recall is defined as the ratio of accurately predicted positive observations to all observations in the actual class. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                   (23) 

 

 

(iv)      Specificity  

Specificity is defined as the ratio of negative observations to all observations in the actual class.  

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                   (24) 

(v)       F1 Score 

The F1 Score is the weighted average of Precision and Recall. As a result, this score accounts for both false positives and 

false negatives.  
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𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

 

        (25) 

 

(vi)      Kappa 

 Kappa is a statistical metric which can be computed using accuracy and the formula is given below. 

𝐾𝑎𝑝𝑝𝑎 =
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

1 − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦
 

     (26) 

Where the Expected Accuracy can be computed using the following formula 

(vii)    Error Rate  

 Error rate represents the number of observations that are misclassified which is computed using the following 

Equation.  

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 1 −
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
   (28) 

8.1.2    Performance Analysis of proposed MMFO  

 The performance of proposed MMFO is 

evaluated using the performance metrics and the 

experimental results are discussed in this section. The 

performance of feature selection greatly depends on the 

fitness functions or objective functions used. There are 

23 standard benchmark functions (𝑓1 𝑡𝑜 𝑓23) [27,28] that 

can be used as objective function for optimization. The 

performance of 23 objective functions with the proposed 

MMFO is evaluated using Modified XceptionNet 

classifier and the accuracy is shown in Table 3. In Table 

3, functions 𝑓1 𝑡𝑜 𝑓7 refers to Unimodal benchmark 

functions which contains only one global optima, 

𝑓8 𝑡𝑜 𝑓13  are called multimodal benchmark functions 

which contains many local optima locations but the true 

global best solution is one and 𝑓14  𝑡𝑜 𝑓23 are called as 

fixed dimensional multimodal benchmark functions with 

minimum and fixed search space and dimensions. From 

the experimental results, it is identified that the proposed 

MMFO works efficient when the objective function 𝑓8 is 

used. 𝑓8 selects 536 features from 1074 features and 

provides an accuracy of 97.62%. The objective function 

𝑓8 is used in this research work for optimization which is 

shown in Equation (29). [28].  

𝑓8(𝑥) = ∑−𝑥𝑖

𝑛

𝑖=1

sin (√|𝑥𝑖|) (29) 

Where (xi) represents the search agent’s position and n refers to the population size. 

Table 3. Performance of various objective functions using proposed MMFO and Modified XceptionNet 

Sl. 

No. 
Function Range 

No. of 

Features 

selected 

Accurac

y 

(%) 

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
((𝑇𝑃 + 𝐹𝑁) ∗ (𝑇𝑃 + 𝐹𝑃)) + ((𝐹𝑃 + 𝑇𝑁) ∗ (𝐹𝑁 + 𝑇𝑁))

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)2
 

    (27) 
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1 𝑓1(𝑥) = ∑ 𝑥𝑖
2𝑛

𝑖=1   [-100,100] 548 94.27 

2 𝑓2(𝑥) = ∑ |𝑥𝑖|
𝑛
𝑖=1 + ∏ |𝑥𝑖|

𝑛
𝑖=1   [-10,10] 542 95.00 

3 𝑓3(𝑥) = ∑ (∑ 𝑥𝑗
2𝑖

𝑗−1
𝑛
𝑖=1 )  [-100,100] 612 90.28 

4 𝑓4(𝑥) = 𝑚𝑎𝑥𝑖{|𝑥𝑖|, 1 ≤ 𝑖 ≤ 𝑛}  [-100,100] 600 90.68 

5 𝑓5(𝑥) = ∑ [100 (𝑥𝑖+1 − 𝑥𝑖
2)2 + (𝑥𝑖 − 1)2]𝑛−1

𝑖=1   [-30,30] 540 93.78 

6 𝑓6(𝑥) = ∑ ([𝑥𝑖 + 0.5])2𝑛
𝑖=1   [-100,100] 592 88.00 

7 𝑓7(𝑥) = ∑ 𝑖𝑥𝑖
4 +  𝑟𝑎𝑛𝑑𝑜𝑚 [0,1]𝑛

𝑖=1   [1.28,1.28] 610 89.80 

8 𝑓8(𝑥) = ∑ −𝑥𝑖
𝑛
𝑖=1 sin(√|𝑥𝑖|)  [-500,500] 536 97.62 

9 𝑓9(𝑥) = ∑ [𝑥𝑖
2 − 10 cos(2𝜋𝑥𝑖) + 10]𝑛

𝑖=1   
[-

5.12,5.12] 
600 91.10 

10 
𝑓10(𝑥) − 20 exp(−0.2 √

1

𝑛
∑ 𝑥𝑖

2𝑛
𝑖=1 ) − exp (

1

𝑛
∑ cos(2𝜋𝑥𝑖)

𝑛
𝑖=1 ) +

20 + 𝑒  

[-32,32] 688 88.16 

11 𝑓11(𝑥) =
1

4000
∑ 𝑥𝑖

2𝑛
𝑖=1 − ∏ cos (

x

√i
)n

i=1 + 1  [-600,600] 549 96.28 

12 
𝑓12(𝑥) =

𝜋

𝑛
{10 sin(𝜋𝑦1) + ∑ (𝑦𝑖 − 1)2[1 + 𝑠𝑖𝑛2(𝜋𝑦𝑖+1)] +𝑛−1

𝑖=1

(𝑦𝑛 − 1)2} + ∑ 𝑢(𝑥𝑖, 10,100,4)𝑛
𝑖=1     

[-50,50] 692 88.20 

13 
𝑓13(𝑥) = 0.1{sin2(3πx1)+ ∑ (𝑥𝑖 − 1)2[1 + 𝑠𝑖𝑛2(3𝜋𝑥𝑖 +𝑛

𝑖=1

1)] + (𝑥𝑛 − 1)2[1 + sin2(2𝜋𝑥𝑛)]} + ∑ 𝑢(𝑥𝑖, 5,100,4)𝑛
𝑖=1     

[-50,50] 558 95.18 

14 𝑓14(𝑥) = −∑ sin(𝑥𝑖)
𝑛
𝑖=1 . (sin (

𝑖𝑥𝑖
2

𝜋
))

2𝑚

, 𝑚 = 10  [0, 𝜋] 812 80.26 

15 𝑓15(𝑥) = [𝑒−∑ (𝑥𝑖/𝛽)
2𝑚𝑛

𝑖=1 −  2𝑒−∑ 𝑥𝑖
2𝑛

𝑖=1 ] . ∏ 𝑐𝑜𝑠2𝑛
𝑖=1 𝑥𝑖, 𝑚 = 5   [-20,20] 562 94.00 

16 
𝑓16(𝑥) = {[∑ sin2(𝑥𝑖)

𝑛
𝑖=1 ] −

exp(−∑ 𝑥𝑖
2𝑛

𝑖=1 )}. 𝑒𝑥𝑝[−∑ 𝑠𝑖𝑛2𝑛
𝑖=1 √|𝑥𝑖|]  

[-10,10] 550 95.68 

17 𝑓17(𝑥) = (𝑥2 − 
5.1

4𝜋2 𝑥1
2 + 

5

𝜋
𝑥1 − 6)

2

+  10(1 −
1

8𝜋
) cos 𝑥1 + 10  [-5,5] 622 90.88 

18 

𝑓18(𝑥) = [1 + (𝑥1 + 𝑥2 + 1)2(19 − 14𝑥1 + 3𝑥1
2 − 14𝑥2 +

6𝑥1𝑥2 + 3𝑥2
2)] ∗ [30 + (2𝑥1 − 3𝑥2)

2 ∗ (18 − 32𝑥1 + 12𝑥1
2 +

48𝑥2 − 36𝑥1𝑥2 +  27 𝑥2
2)]  

[-2,2] 698 86.20 

19 𝑓19(𝑥) =  −∑ 𝑐𝑖
4
𝑖=1 exp (−∑ 𝑎𝑖𝑗(𝑥𝑗 − 𝑝𝑖𝑗)

23
𝑗=1 )   [1,3] 548 91.20 

20 𝑓20(𝑥) =  −∑ 𝑐𝑖
4
𝑖=1 exp (−∑ 𝑎𝑖𝑗(𝑥𝑗 − 𝑝𝑖𝑗)

26
𝑗=1 )  [0,1] 590 89.56 

21 𝑓21(𝑥) =  −∑ [(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)
𝑇 + 𝑐𝑖]

−15
𝑖=1   [0,10] 648 88.40 

22 𝑓22(𝑥) =  −∑ [(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)
𝑇 + 𝑐𝑖]

−17
𝑖=1   [0,10] 538 92.20 

23 𝑓23(𝑥) =  −∑ [(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)
𝑇 + 𝑐𝑖]

−110
𝑖=1   [0,10] 644 85.00 
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In Table 3, Ranges refers to the Upper bound and Lower 

bound of the function’s search space. 

A total of 536 features are selected as significant features 

by the proposed MMFO. The experimental results of the 

proposed MMFO and Modified XceptionNet classifier 

for multi-level classification is shown in Table 4. 

 

Table 4. Experimental results of proposed MMFO with Modified XceptionNet classifier 

 

From Table 4, it is evident that the proposed MMFO 

performs well with Modified XceptionNet classifier by 

providing an average classification accuracy of 97.62%. 

The proposed MMFO is compared with few existing 

optimization algorithms namely Grey Wolf Optimization 

(GWO) Algorithm, Whale Optimization Algorithm 

(WOA), Crow Search Optimization (CSA), Dragonfly 

Optimization algorithm (DA) and Moth Flame 

Optimization (MFO) algorithm along with Modified 

XceptionNet. The experimental results are shown in 

Table 5.  

Table 5. Performance analysis of proposed and existing optimization algorithms with Modified XceptionNet 

           

 

Models 

Number 

of 

features 

selected 

Performance Metrics 

Accuracy Precision Recall Specificity F1 Score Kappa 
Error 

Rate 

Grey Wolf 

Optimization 

(GWO) 

Algorithm 

722 88.40 86.82 89.60 88.68 88.80 80.26 11.60 

Whale 

Optimization 

Algorithm 

(WOA) 

686 92.40 89.92 90.14 92.96 92.46 86.40 7.60 

Crow Search 

Optimization 

Algorithm 

(CSA) [20] 

628 89.52 88.75 80.00 89.90 88.00 80.88 10.48 

Classification 

Number 

of 

features 

Accurac

y 

Precisio

n 

Recal

l 
Specificity 

F-

measure 
Kappa 

Erro

r 

Rate 

First Level 

classification 

(Triclass classification) 

– (Normal, 

Tuberculosis, 

Pneumonia) 

536 98.26 94.08 94.61 96.99 94.34 89.88 1.74 

Second Level 

classification 

(Binary classification) 

– (Bacterial 

Pneumonia, Viral 

Pneumonia) 

536 96.98 96.88 97.10 97.86 96.90 90.92 3.02 
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Dragonfly 

Optimization 

Algorithm 

(DA) 

560 94.26 92.88 93.10 94.98 94.38 86.92 5.74 

Aquila 

Optimizer 

(AQU) [2] 

552 95.40 93.29 92.34 95.82 95.66 87.64 4.60 

Moth Flame 

Optimization 

(MFO) 

Algorithm 

548 96.04 93.65 94.59 96.78 96.12 88.42 3.96 

Proposed 

Modified 

Moth Flame 

Optimization 

(MMFO) 

Algorithm 

536 97.62 95.80 96.22 97.82 97.68 89.88 2.38 

  It is inferred from Table 3 that, the proposed MMFO with Modified XceptionNet provides an accuracy of 97.62%. 

The second highest accuracy is provided by Moth Flame Optimization (MFO) algorithm. The proposed MMFO provides 

better accuracy as the addition of inertia weight improve the population diversity which in turn helps to identify the best 

solutions. The accuracy comparison of MFO and the proposed MMFO is shown in Figure 5.  

 

    Figure 5. Accuracy comparison of MFO and MMFO 

 

 It is observed from Figure 5 that, the proposed MMFO performs better than the actual MFO. The performance of 

the proposed MMFO with Modified XceptionNet is also evaluated for various number of epochs and the variations in 

training and testing accuracy is shown in Figure 6. 
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Figure 6. Performance of proposed MMFO with Modified XceptionNet 

The classification accuracy during training and testing 

phase is shown in Figure 6. From the figure, it is 

observed that the proposed MMFO provides an accuracy 

of 97.62% with the Modified XceptionNet when the 

epoch is set to 100. 

8.1.3    Grad-CAM Visualization  

 Gradient-weighted Class Activation Mapping 

(Grad-CAM) [16] is a concept that helps for visual 

validation of a deep learning model. It employs gradients 

from any target concept, flowing into the final 

convolutional layer to create a coarse localization map 

that emphasises key areas in the image for prediction or 

classification. In this research, Global Average Pooling 

(GAP) convolutional feature map is utilized and are fed 

directly into the SoftMax layer of Modified XceptionNet. 

The Grad-CAM 𝑉𝑐
𝐺−𝐶𝐴𝑀 ∈ 𝑅𝑖∗𝑗 in deep convolutional 

neural networks and after training its feature mappings ∝ 

are utilized to compute the layer’s gradient of 𝑔𝑐. 

Weights 𝛿𝑘
𝑐 are computed using global average pooled 

interpretations of these gradients which is shown in 

Equation (30). 

 

𝛿𝑘
𝑐 =

1

𝑧
∑∑

𝛽𝑔𝑐

𝛽𝛼𝑚𝑛
𝑘

𝑛𝑚

 
      (30) 

 

Where 𝛿𝑘
𝑐  represents weights which defines feature map k for class c and acts as a partial linearization of deep network 

downstream of 𝛼 and Z refers to the number of pixels in the feature map where m and n are the pixels. The Grad-CAM 

generates heat map which is normalized for visualization. The generated heatmap is a weighted combination of feature 

maps and is refined using ReLU: 

 

𝑉𝑐
𝐺−𝐶𝐴𝑀 = 𝑅𝐸𝐿𝑈(∑𝛿𝑘

𝑐

𝑘

∝𝑘) (31) 

The original CXR images and the corresponding heatmap are shown in Figure 7 and Figure 8 respectively.   
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Tuberculosis Pneumonia   Bacterial Pneumonia COVID-19 

Figure 7. Original CXR images  

    

Tuberculosis Pneumonia Bacterial Pneumonia COVID-19 

Figure 8. Results of Grad-Cam 

 

The heatmap used to identify the infected area of the 

lungs in CXR images which helps in further 

classification of lung diseases. 

Conclusion 

 In this work, a modified version of Moth Flame 

Optimization (MFO) algorithm is developed and named 

as “Modified Moth Flame Optimization” (MMFO). The 

main concept behind MMFO is to update the position of 

moths in a different way by adding an inertia weight to 

increase the population diversity. The proposed MMFO 

selects 536 features from 1074 features and is evaluated 

using Modified XceptionNet. Modified XceptionNet 

provides a classification accuracy of 97.62% for selected 

536 features whereas the classification accuracy is 96.2% 

when the number of features is 1074. The proposed 

MMFO is also evaluated using 23 benchmark objective 

functions and it is identified that the function 𝑓8 performs 

well for optimization. Therefore, 𝑓8 is used as fitness 

function in the proposed MMFO. The proposed MMFO 

is also compared with few existing optimization 

algorithms such as Moth Flame Optimization (MFO), 

Grey Wolf Optimization (GWO), Crow Search 

Optimization Algorithm (CSA), Dragonfly Optimization 

Algorithm (DA), Aquila Optimizer and Whale 

Optimization Algorithm (WOA). From the experimental 

results, it is identified that the proposed MMFO provides 

greater accuracy of 97.62% than the existing 

optimization algorithms. As a result, it is proved that the 

proposed modified version of MFO performs well for 

optimization than the original MFO.  
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