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ABSTRACT:  

Blood disorder and cancer is the one of the major health problem in all types of age group. The main 

aim of this paper is to predict the blood disorder and cancer. This paved a way to propose comparative 

study with previous studies based on artificial neural networks. The proposed work contains two levels 

such as feature selection and classification with 15 attributes. Blood disorder and cancer dataset 

collected from the Kaggle. First the Correlation Feature Selection (CFS) is formulate to identify the 

selected attributes for blood disorder and cancer prediction. Next all the data examine through the 

Radial Basis Function Neural Network (RBFNN) and find the centroid of each cluster using kernel k-

means clustering algorithm. RBF has fast training process so it achieves high accuracy to predict the 

blood disorder and Cancer. According to this study, RBF is the best neural network approach than 

compared to other artificial neural network models. 

 

I. Introduction 

     Blood disorder causes the concentration of red blood 

cells in the body less than the normal range. If the body 

has low hemoglobin level, then decreasing the strength 

of the blood to carry oxygen. Anaemia is the world wide 

health disease affects in children and pregnant women. 

The deficiency of nutrition, iron deficiency and vitamin 

B12 are the main causes of anaemia. WHO announced 

that pregnant women and five year age children are 

suffering from anaemia[1]. Cancer can affect any part of 

the body and it causes when normal cells in the body 

changes into tumour cells. If the cancer disease can 

detected earlier, mortality can be reduced. Screening is 

one type of method to identify the specific cancer but not 

suitable for all type of cancers. Cancer has different types 

such as leukaemia, lymphoma and myeloma. If the 

cancer treatment will be late, the cancer cells spread into 

whole body parts. To predict the cancer in early stage, to 

prolong the patients life [2]. Radial basis neural network 

has different architecture compare to other neural 

network architecture. It contains three layers such as 

input layer, hidden layer and output layer. Each neuron 

in the hidden layer consists of radial basis activation 

function which it is different than other neural networks 

[21].  

II. Literature Review 

     According to the previous studies, a comparative 

analysis was prepared for Blood disorder and cancer 

prediction. Various artificial neural network techniques 

and algorithms were used by the researchers. 

     Y. j. Tan [3] formulated the convolutional neural 

network approach to detect the breast cancer by using 

mammogram imaging system. The ouput shows that the 

proposed model yielded higher accuracy than existing 

method. Kuo Men [4] applied the one of the fast training 

and testing method is deep dilated convolutional neural 

networks method. Collected 278 patients of data used for 

rectal cancer evaluation. From this, randomly choosed 

218 patients of data for training and remaining data used 

for validation. Shekoofeh Azizi [5] suggested to the 

better detection of the prostate cancer using recurrent 

neural networks and introduce long short term memory 

network for which gives highest accuracy for detection. 

Steven Walczak [6] proposed that pancreatic cancer is 

the dangerous cancer and mainly causing death in united 

states. Even after surgery people suffering with 

morbidity and mortality due to pancreatic cancer. To 
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predict this, proposed artificial neural network model 

which improving prognosis and reducing decision regret. 

Ashok kumar [7] proposed a microarray gene expression 

data technique for cancer classification and compared to 

other ouputs, ANN obtained 98% of accuracy. 

Krazysztof J. Geras [9] proposed that mainly women 

suffering due to breast cancer. applied a deep 

convolutional neural network to handle the high 

resolution images. Zhixiongzhang [11] applied a data 

preprocessing and feature selection techniques to extract 

the 16 features for 1358 single cells and proposed 

artificial neural network model for cancer cell migration 

Dr. T. Vijayakumar [12] formulated to investigate and 

predict the cancer at early stage. So applied 

convolutional neural network model which provided 

highest accuracy than compared with other two network 

models to investigate the tumour. Yiwen Xu [13] handled 

deep learning model to improve and useful for medical 

based predicton. It provided best outcome for prediction 

of lung cancer imaging scans. Mohammed Abdul Hay 

Abu Bakr]16] used artificial neural network method with 

the success of 99.57% was obtained. This approach was 

implemented in Just neural network(JNN) tool. 

Erdemyauvz [17] handled the principal component 

analysis technique to extract features and filtering. 

Generalized regression neural network approach was 

used to diagnosis the breast cancer with the success mean 

rate of 0.9773. Ola Mohammed Abu Kweik [18] 

formulated the artificial neural network approach with 

309 samples with 15 features. The proposed model 

achieved  99.01% of highest accuracy for lung cancer 

detection. Subrato Bharati [19] reviewed dfferent 

artificial neural network models to related breast cancer 

disease. K. Deepa [20] handled artificial neural network 

method for cervical cancer prediction. Proposed 

approach outperforms to compared with other five 

algorithms. V. Kumararaja [22] applied artificial neural 

network approach for pap smear image classification to 

urinary cancer prediction. Proposed approach provided 

90% of accuracy which was compared to other five 

neural network techniques. Dr. Asadi Srinivasulu [23] 

used extended convolutional neural networks for 

prediction of Lung cancer detection. The formulated 

approach yielded 96.88% of highest accuracy than 

existing system. M. Ramkumar [24] applied 

convolutional Neural Networks for classification of 

cervical cancer in women. Data samples collected from 

the different health centers across india as part of the real 

time data collection process. Proposed model obtained 

best outcomes to compared with other neural networks. 

Dr. M. Sujatha [25] handled textural analysis and hybrid 

hopfield neural networks for standard oral cancer 

classification. Applied histopathology PAIP 2020 dataset 

for this experimentation. The extracted feature images 

are classify by using hybrid hopfield neural networks 

with ant colony optimization (ACO) algorithm with the 

highest accuracy of 98.98%. Matteo santoni [26] 

proposed artificial neural network technique to predict 

the kidney cancer in future. Used RCC-related risk 

factors for this incidence and MATLAB software for 

implementation. Dataset collected from the population 

numbers. Yan-Wei Lee [27] formulated a deep learning 

model to predict the breast cancer status. Used one of the 

best technique is CAP system was provided the best 

outcome. 

 

III. Proposed model  

     The blood disorder and cancer dataset collected from 

the Kaggle and select the suitable attributes from the 

patients. Next performs the pre-processing step and 

applied the filtration method which is correlation feature 

selection (CFS). It is extract and apply the model of RBF 

Neural Networks using the selected data and to find the 

each cluster centroid using kernel k-means clustering 

algorithm. The following fig.1 shows the proposed 

architecture of blood disorder and cancer prediction. 

 

Fig.1: proposed Architecture of Blood disorder and 

Cancer Prediction 

 Data set 

     The dataset contains 15 Attributes which are suitable 

for the patients of blood disorder and cancer. The 

Attributes are Age, Medical History (MH), Red Blood 

Count (RBC), Complete Blood Count (CBC), Platelet 

Count (PC), Blood Chemistry Test (BCT), Coagulation 

Test (COT), Bone marrow Aspiration and Biopsy 

(BMA), Lumbar Puncture (LP), Cytochemistry (CC), 

Polymerase Chain Reaction (PCR), Peripheral Blood 
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Smear (PBS), Fluorescent in Situ Hybridization (FISH), 

Cytogenetics (CG), Chromosome Test (CT). The 

following Table.1 shows Attributes for prediction of 

Blood Disorder and Cancer. 

 

Attribute 

No 

Attribute Name 

1 Age 

2 Medical History 

3 Red Blood Count 

4 Complete Blood Count 

5 Platelet Count 

6  Blood Chemistry Test 

7 Coagulation Test 

8 Bone marrow Aspiration and 

Biopsy 

9 Lumbar Puncture 

10 Cytochemistry 

11 Polymerase Chain Reaction 

12 Peripheral Blood Smear 

13 Fluorescent In Situ Hybridization 

14 Cytogenetics 

15 Chromosome Test 

 

Table. 1: Attributes for prediction of Blood Disorder and 

cancer 

The following Table.2 shows the dataset of blood disorder which was collected from the Kaggle.  

 

 

Table.2 Data set of Blood Disorder and Cancer 

Data pre-processing: 

     Data preprocessing is the one of the important process 

to be suitable for the training. Without preprocessing, the 

neural networks training will be slow. Every dataset 

contains noisy and missing data values which it is affects 

on the output. So we have to preprocess the blood 

disorder and cancer data set which it was collected from 

the kaggle. In this stage, the elimination of the records 

whose attribute information are missed and other 

preprocessing done [8]. 

 Feature Selection: 

     The preprocessed data set is transfer to feature 

selection. Feature selection is the process to eliminate the 

noisy and redundant of data. Feature selection is also 

called subset selection. one of the filtration method is 

proposed namely correlation based feature selection 

(CFS) which is powerful technique will be used in this 
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stage for reduction to select a subset of the inputs, discard 

the remainder[10].  

Classification 

Radial Basis Function Neural Network:  

     In this research work, we propose Radial Basis 

Function Neural Network with Kernal K-means 

clustering Algorithm.  Radial Basis Function Neural 

Network is one type of Feed Forward Neural Network 

architecture [21]. It is usually used for prediction. In the 

first step, we examine all the data through RBF. The 

below fig.2 shows radial basis function architecture 

which the selected 15 attributes were connected with 

RBF neurons. 

 

Fig:2. Block Diagram of Radial Basis Function Neural Network with selected attributes 

     It consists of input vector, RBF neurons, and output 

nodes. In the input layer, each neuron connects to each 

input variable. Next at the hidden layer, each neuron 

consists of radial basis activation function (Gaussian) 

which it is connects to all 15 input variables. Each hidden 

layer corresponds to one or more neurons. Each of them 

have radial basis activation function. Each input variable 

corresponds to each Gaussian activation function, it is 

centered point of all 15 input variables.  In the hidden 

layer, every neuron weighted inputs to output layer. At 

the output layer, all the weighted sum of outputs from the 

hidden layer to provide the network output [14]. The 

equation of output layer is  

𝑓(𝑥) = ∑ 𝑤𝑗 ℎ𝑗 (𝑥)

𝑚

𝑗=1

 

here x is the input, w is the weight between hidden nodes 

and output nodes and h is the gaussian activation 

function[14]. 

The equation of gaussian activation function is 

ℎ(𝑥) = exp (−
(𝑥 − 𝑐)2

𝑟2
) 
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     To determine the RBF unit center c, we propose 

kernel k-means clustering algorithm and the cluster 

center  become the center of the RBF unit. 

 Kernel k-means Clustering Algorithm:  

     kernal k-means clustering is the extension of k-means 

clustering. [15] It identifies the nonlinearly separable 

clusters and kernal method will be used that adds one 

cluster at each stage through a global search procedure. 

It has several executions of kernal k-means from suitable 

initializations[15]. 

Kernal k-means algorithm steps as follows: 

Input: 

X= {𝑥1,   𝑥2, ……,𝑥𝑛}, C, 

𝜀(epsilon), T. 

Output[15]: 

V= {𝑣1, 𝑣2,…….,𝑣𝑐}, 

U= [𝑟𝑛𝑐] where n=1,2,….,N and c= 1,2,….,C. 

1. Initialization: 𝑉0 = {𝑣1, 𝑣2,…….,𝑣𝑐}, 

2. Update membership of the data point 𝑥𝑖 in 𝑗𝑡ℎ -

cluster. 

3. If  c = 𝑎𝑟𝑔𝑚𝑖𝑛𝑗(K(𝑥𝑛, 𝑥𝑛) ‖– 2 K((𝑥𝑛, 𝜇𝑐) + 

K(𝜇𝑐 , 𝜇𝑐) ), 

Then 𝑟𝑛𝑐 = 1. Otherwise,  𝑟𝑛𝑐 = 0. 

4. Update cluster center 𝑉𝑡 using:  

 𝜇𝑐 = (∑𝑛  𝑟𝑛𝑐 𝑥𝑛) / ∑𝑛  𝑟𝑛𝑐, c = 1,2,….,C 

5. Check the stop criteria. If || 𝑉𝑡−1 _  𝑉𝑡||< 𝜀 or T 

= t,  

Then the iteration stops. Otherwise t = t+1 and 

go 

Back to step 2 [15]. 

6. End [15]. 

In the above algorithm, C is the number of cluster 

and Tis the maximum number of iterations[15]. 

IV.   Results and Discussion 

     The following Table.3 shows the comparative study 

of research done by many authors and different 

methodologies and their accuracies. According to this 

performance, proposed RBF Network gives improved 

accuracy with different attributes to compared with 

previous studies accuracies. The following Table.3 

shows comparative Study for Blood Disorder and cancer 

using various techniques. 

S. No Methodologies Accuracy 

1 JNN 99.57% 

2 HHNN 98.98% 

3 ANN 98% 

4 ECNN 96.88% 

5 MLNN 91% 

 

Table.3: Comparative Study of Blood Disorder and 

cancer using various techniques 

 

Fig.3 Comparative Study Performance 

V.     Conclusion 

     The main aim is to compare with other research works 

done using artificial neural networks. Different 

parameters were considered by the researchers to predict 

the blood disorder and Cancer. In this paper consists of 

two stages such as feature selection and classification 

with 15 attributes. Blood disorder and cancer dataset 

collected from the Kaggle. As the first step, the 

Correlation Feature Selection is formulate to identify the 

selected attributes for blood disorder and cancer 

prediction. Next all the data examine through the RBF 

Neural Network and apply kernel k-means clustering 

algorithm. Compared to all previous research artificial 

neural network methods, RBF approach is best for 

prediction and it has fast training process. So RBF yields 

the best accuracy for blood disorder and cancer. 
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