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ABSTRACT:  

A neural networks based on neurons with multi dendrites employing activation function with 

variable structure is introduced. No prior work, however, has discovered the impact of dendrites 

position on heavies’ information to propagate. Given the frequent observations of correlations in 

the dendrites structure, and the importance of the spike propagation and burst problems, this is a 

significant gap in our knowledge. To fill that gap, we consider a model neuron with multi dendrites. 

In this paper, we discover that Hopfield’s type of neural network can generate multi dynamic 

behaviors. Our contribution in this paper is to modify Hopfield’s neural network in paper [5] by 

changing position sign of differential system equation in line two and we add a parameter of P, 

which has an interesting effect on the output response, we obtain four-differential system equation, 

which means obtaining four models of neurons. Maybe, the results reached in this work shed some 

light on Henry Poincare’s conjuncture. Each neuron has its dynamic behavior which has never been 

reported before; one of them has a great similarity with real biological neuron signal. Then we 

notice that the dynamic behavioral response contains impact of neuron such as, signals of neurons 

with different directions, bounded regions with different segments and separation regions. Finally, 

the numerical examples will illustrate the effectiveness of this work. 

 

1. Introduction 

The central question addressed in this letter is: Given two 

different sets of neurons with or without activity of 

potential, how can they, coupled and synchronized are 

guaranteed to drive and to produce stable synchronous? 

There are few rigorous results that address this question. 

In most cases, rigorous results are obtained using 

Lyapunov functions [10-13]. Unfortunately, this method 

is not regular since, in practice, it can be applied only to 

examples. Another rigorous approach is that of Ashwin 

et al. [14]. To apply this approach, one must show that all 

normal Lyapunov exponents are negative for all 

measures of the dynamics. For typical dynamical 

systems this leads to an intensive numerical analysis. A 

third rigorous approach, by Walker and Mees, uses the 

method of Lyapunov [15]. Much effort has been devoted 

to understanding the relationship between Ion channels 

and position of dendrites First, there have been proposed 

methods to describe the geometry of complex neurons by 

Abbott et al. (1991). Using path-integral techniques, they 

constructed the membrane potential response function 

(Green’s function) of a dendritic tree described by a 

linear cable equation. Second compartmental approach 

was proposed to explain the effects of dendritic structure 

on somatic membrane potential reset following the 

generation of an action potential. The majority of so-

called integrate-and-fire models unrealistically assume 

either that the whole neuron resets on firing (e.g., Keener 

et al., 1981) or that the dendritic membrane potentials 

evolve without any influence from the nerve impulse 

generation process ( Rospars & Lansky, 1993 ). No prior 

work, however, has discovered the impact of dendrites 

position on harvested.  

Information to propagate. They come in an extraordinary 

variety of shapes and sizes, are present in all species with 

a nervous system and continue to develop after birth in 

concert with the establishment of neuronal circuitry. 

Generating and maintaining these elaborate structures, 

which occupy a large proportion of our brains 

Historically, the structural role of dendrites in the 

formation and segregation of synaptic connections has 

been emphasized, but their role in defining the 

relationship between synaptic input and neuronal output 

is receiving increasing attention. This convergence of 

different approaches should help us tease out the secrets 
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of dendritic computation from these remarkable 

structures.  

 

2. Different Neurons in Our Brain 

A. Retinal bipolar cell:  

Bipolar cells are one of the main retinal interneurons and 

provide the main pathways from photoreceptors to 

ganglion cells, i.e. the shortest and most direct pathways 

between the input and output of visual signals in the 

retina. 

Figure 1 (b) shows an artificial neuron with one dendrite.  

 
Figure 1: Neuron with 1 dendrite 

B. Retinal amacrine cell:  

Amacrine cells are the intrinsic interneurons of the inner 

retina representing the most diverse class of neurons in 

the retina. Generally, they receive synaptic input from 

bipolar cells and other amacrines, and in turn provide 

input to amacrine and ganglion cells as well as feedback 

to bipolar cells. 

Figure 2 (b) shows an artificial neuron with three 

dendrites.  

 

Figure 2: Neuron with 3 dendrites 

 

C. Cerebellar Purkinje cells:  

Purkinje cells are a unique type of neuron-specific to the 

cerebellar cortex. They are remarkable (and instantly 

recognizable) for their massive, intricately branched, flat 

dendritic trees, giving them the ability to integrate large 

amounts of information and learn by remodeling their 

dendrites. 

Figure 3 (b) shows an artificial neuron with multi 

dendrites.  

 
Figure 3: Neuron with muti dendrites 

 

3. Model of Neuron with Multi Dendrites 

In this section, we present some properties of dendritic. 

The geometry of the dendritic tree ensures that different 

branches can function almost independently of one 

another. 

A. Neuron with two dendrites 

In this section, we present a model (VSMN) of neuron 

with two dendrites using the model inspired from 

Bouallegue neural networks paper [15]. We give the 

activation function of neuron with two dendrites and its 

model.  

𝑓(𝑥) = (𝑥 + 𝑝1  )
𝑛1 (𝑥 + 𝑝2 )

𝑛2𝑒−𝜎/2(𝑥+𝑞1)2(𝑥+𝑞2)2

 

𝑓′(𝑥) = 𝑢′(𝑥)𝑣(𝑥) + 𝑢(𝑥)𝑣′(𝑥) 

𝑢(𝑥) = (𝑥 + 𝑝1)𝑛1(𝑥 + 𝑝2)𝑛2 

𝑣(𝑥) = 𝑒−𝜎/2(𝑥+𝑞1)2(𝑥+𝑞2)2

 

𝑣(𝑥) = 𝑒−𝑤 

𝑣′(𝑥) = −𝑤′𝑒−𝑤 

𝑓′(𝑥) = 𝑢′(𝑥)𝑣(𝑥) − 𝑢(𝑥) 𝑤′(𝑥)𝑣(𝑥) 

𝑓′(𝑥) = [𝑢′(𝑥) − 𝑢(𝑥) 𝑤′(𝑥)𝑣(𝑥) 

𝑓′(𝑥) = 0          [𝑢(𝑥) − 𝑢(𝑥) 𝑤′(𝑥)] = 0 

(𝑥 + 𝑝1)𝑛1−1(𝑥 + 𝑝2)𝑛2−1 

[(𝑛1 + 𝑛2)x+𝑛1𝑝2 + 𝑛2𝑝1]-(𝑥 + 𝑝1)𝑛1(𝑥 +

𝑝2)𝑛2𝜎(𝑥 + 𝑞1)(𝑥 + 𝑞2)[2𝑥 + 𝑞2 + 𝑞1]=0 

(𝑥 + 𝑝1)𝑛1−1(𝑥 + 𝑝2)𝑛2−1[(𝑛1 + 𝑛2)x+𝑛1𝑝2 + 𝑛2𝑝1-

𝜎(𝑥 + 𝑝1)2(𝑥 + 𝑝2)2[2𝑥 + 𝑞2 + 𝑞1]=0 

(𝑥 + 𝑝1)𝑛1−1(𝑥 + 𝑝2)𝑛2−1[−𝜎(𝑥 + 𝑝1)2(𝑥 +

𝑝2)2(2𝑥 + 𝑞2 + 𝑞1) + (𝑛1 + 𝑛2)x + 𝑛1𝑝2 + 𝑛2𝑝1]=0 

[−𝜎(𝑥 + 𝑝1)2(𝑥 + 𝑝2)2(2𝑥 + 𝑞2 + 𝑞1) + (𝑛1 +

𝑛2)x + 𝑛1𝑝2 + 𝑛2𝑝1]=0 

[-𝜎(𝑥2 + 2𝑝1𝑥 + 𝑝1
2)(𝑥2 + 2𝑝2𝑥 + 𝑝2

2) (2𝑥 + 𝑞2 +

𝑞1) + (𝑛1 + 𝑛2)𝑥 + 𝑛1𝑝2 + 𝑛2𝑝1]=0 
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[-𝜎(𝑥4+2(𝑝1 + 𝑝2) 𝑥3+(𝑝2
2 + 4𝑝1𝑝2+𝑝1

2) 𝑥2 +

2(𝑝1𝑝2
2 + 𝑝2𝑝1

2)𝑥 + 𝑝2
2𝑝1

2](2𝑥 + 𝑞2 + 𝑞1) + (𝑛1 +

𝑛2)x + 𝑛1𝑝2 + 𝑛2𝑝1 = 0 

2𝑥5+[4(𝑝1 + 𝑝2)+( 𝑞2 + 𝑞1)]𝑥4+2[2𝑝1𝑝2 + (𝑝1 +

𝑝2)2 + (𝑝1 + 𝑝2)(𝑞1 + 𝑞2)]𝑥3+4𝑝1𝑝2 + (𝑝1 + 𝑝2)2 +

(2𝑝1𝑝2 + (𝑝1 + 𝑝2)2) + ( 𝑞2 + 𝑞1)]𝑥2+2(𝑝1𝑝2)+ (𝑝1 +

𝑝2)+( 𝑞1 + 𝑞2)]2(𝑝1𝑝2)2-
𝑛1+𝑛2

𝜎
]𝑥 + (𝑝1𝑝2)2+ ( 𝑞1 +

𝑞2) −
𝑛1𝑝2+𝑛2𝑝1

𝜎
=0 

𝑢′(𝑥) = 𝑛1(𝑥 + 𝑝1)𝑛1−1(𝑥 + 𝑝2)𝑛2

+ 𝑛2(𝑥 + 𝑝2)𝑛2−1(𝑥 + 𝑝1)𝑛1  

𝑢′(𝑥) = 𝑛1(𝑥 + 𝑝2)𝑛2 + 𝑛2(𝑥 + 𝑝2)𝑛2−1(𝑥 + 𝑝1)𝑛1 

𝑢′(𝑥) = (𝑥 + 𝑝1)𝑛1−1(𝑥 + 𝑝2)𝑛2−1[𝑛1( x + 𝑝2)

+ 𝑛2(𝑥 + 𝑝1 )] 

𝑢′(𝑥) = (𝑥 + 𝑝1)𝑛1−1(𝑥 + 𝑝2)𝑛2−1[(𝑛1 + 𝑛2)𝑥 + 𝑛1𝑝2

+ 𝑛2𝑝1] 

 𝑣(𝑥) = 𝑒−𝜎/2(𝑥+𝑞1)2(𝑥+𝑞2)2

 

𝑣(𝑥) = 𝑒−𝑤 

𝑣(𝑥) = −𝑤′𝑒−𝑤 

𝑤(𝑥) = 𝜎/2(𝑥 + 𝑞1)2(𝑥 + 𝑞2)2 

𝑤′(𝑥) =  𝜎/2[2(𝑥 + 𝑞1)(𝑥 + 𝑞2)2 + 2(𝑥

+ 𝑞2)(𝑥 + 𝑞1)2 

𝑤′(𝑥) = 𝜎(𝑥 + 𝑞)(𝑥 + 𝑞)[2𝑥 + 𝑞2 + 𝑞1] 

𝑢̇ =  −
(u + p1)(u + p2)

𝜏
 +  (u + p1)(u +

 p2) f (βv) f (λ (u +  p1)(u + p2)) 

𝑣̇= 𝛼𝑣 + χ  (u +  𝑞1)𝑛1 (u +  𝑞2)𝑛2α f 2 (λ (u +

p1)(u + p2)) 

(1) 

With f (t) = e – (t2/2) and α, β and λ are positive reels. 

• The sign of χ mark the polarity of activation potential.  

• The value of n proper the behavior of neuron. 

• The value of p the position of spike 

• The value of q the degradation of spike 

The parameter of n1 and n2 can be identical or different, 

in the subsection above we give some results of different 

values of n1 and n2. The dynamic of neuron is generated 

by the frequency of the stimulation in this paper we take 

sin function as input.  

𝑢̇ =  −
u

𝜏
 +  (u + p1)(u + p2) 

f (βv) f (λ (u +  p1)(u + p2) + sin (2𝛱 ∗ 𝑓𝑡) 

𝑣̇ = −𝛼𝑣 + χ  (u +  𝑞1)𝑛1   (u +  𝑞2)𝑛2 

              α f 2 (λ (u + p1)(u + p2))               

 (2) 

Figure 4 shows a behavior of signal and bounded region 

from two neurons.  

 
Figure 4: Neuron with one position of dendrite. 

Figure 5 displays different potential functions generated 

by neuron with one dendrite.  

 
Figure5: Behavior of Neuron with one dendrite 

 

 

Figure6 shows two examples of neurons polarities. 

 
    (a)Positive polarity             (b) Negative Polarity  

Figure 6: Neurons polarities 

A.1 Neuron with two positions of dendrites 

http://www.jchr.org/
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𝑢̇ =  −
(u + p1)(u + p2)

𝜏
 +  (u + p1)(u +

 p2) f (βv) f (λ (u +  p1)(u + p2)) 

𝑣̇= -𝛼𝑣 + χ  (u +  𝑞1)𝑛1 (u + 𝑞2)𝑛2α f 2 (λ (u +

p1)(u + p2)) 

(3) 

Figure 7 shows with two dendrites.  

 
Figure7: Neuron with two positions of dendrites 

A.2 Activation Function with the same behavior 

In this subsection, we show that two dendrites receive the 

same form of signal from two synapsis.  

 
Figure 8: Behavior of Neuron with two dendrites 

A.3 Activation Function with different behavior 

𝑢̇ =  −
(u +  p1)

𝜏
 +  (u +  p1) 

f (βv) f (λ (u +  p1)) 

    𝑣̇ = −𝛼𝑣 + χ  (u + 𝑞1)𝑛1   α f 2 (λ (u + p1))         

(4) 

 
Figure 9: Four forms of signal 

B. Neuron with three positions of dendrites  

𝑢̇ =  −
(u + p1)(u + p2)(u + p3)

𝜏
 +  (u +  p1)(u +  p2) 

f (βv) f (λ (u + p1)(u +  p2)(u +  p3)) 

                              𝑣̇ = −𝛼𝑣 + χ  (u + 𝑞1)𝑛1   (u +

 𝑞2)𝑛2 (u +  𝑞3)𝑛3 

α f 2 (λ (u + p1)(u +  p2)(u + p3 ))                    (5) 

Figure 10 shows with three positions of dendrites 

 
Figure 10: Neuron with three dendrites 

B.1 Activation Function with the same behavior 

𝑢̇ =  −
(u + p1)

𝜏
 +  (u +  p1) f (βv) f (λ (u +  p1)) 

𝑣̇= -𝛼𝑣 + χ  (u +  𝑞1)𝑛1α f 2 (λ (u + p1))              (6) 

http://www.jchr.org/
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Figure 11: Behavior of Neuron with three dendrites 

B.2 Activation Function without the same behavior  

 
Figure12: Modulation with three neurons 

4. Results 

A. Potential application in neurological 

Brain waves are electrical impulses in the brain. An 

electroencephalogram (EEG) is a test used to evaluate the 

electrical activity in your brain. Brain cells communicate 

with each other through electrical impulses. An EEG can 

be used to help detect potential problems associated with 

this activity. Our brainwaves occur at various 

frequencies. The classic names of these EEG bands are 

delta, theta, alpha, beta, and gamma.  

Table 1: The five brain waves 

 
The results of the EEG signals with the alpha, beta, theta 

and delta bands show that using our SVMN model, we 

can detect different diseases (Alzheimer’s, stress, brain 

tumors, Epilepsy, etc.) in patients. Figure13 shows 

different example of a behavior with disorder of 

activation function on different position of dendrites.  

Figure13 shows different example of a behavior with 

disorder of activation function on different position of 

dendrites. 

 
Figure 13: Brain Behavior with disorder of activation 

function on different position of dendrites 

A. Potential application in cardiovascular  

An electrocardiogram (ECG) is a test that detects and 

records the strength and timing of the electrical activity 

in your heart. This information is recorded on a graph 

that shows each phase of the electrical signal as it travels 

through your heart. The waves on an ECG include the P 

wave, Q wave, R wave, S wave, T wave and U wave. We 

use a neural network with three neurons to present the 

normal of ECG. 

http://www.jchr.org/
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Figure 14 shows a normal ECG. This set of neurons 

contains two neurons with one dendrite and one with two 

dendrites: 

• The first neuron generates the behavior of region P  

• The second neuron which contains two dendrites 

generates the region of QRS  

• The third neuron generates region T.  

 
Figure 14: A dynamic behavior of ECG generated by 

three neurons. 

Figure 15 shows degraded behavior of EEG. 

 
Figure 15: Heart Behavior with disorder of activation 

function on different position of dendrites 

This simulation (Figures 14 and 15) present different 

perturbations to our neuron’s models, each has its own 

activation function. A relationship between brain 

diseases and impaired behavior based on activation 

function... 

5. Discussion 

In this work we have explored various possibility 

generation of EEG and ECG using neurons of multi 

dendrites. 

Some numerical results are provided to show the 

effectiveness of the work proposed in this paper. We 

proposed novel tools by neural network using the 

activation function with structures variables model to 

classify the brain diseases and heart diseases. We can 

eliminate some artifacts related to harmonics by applying 

an activation function with opposite polarities.  

The model of brain has multi behaviors such as: 

oscillator, chaotic and harmonic behavior. We use a 

model of neuron with multi dendrites to determine the 

brain and heart behavior with disorder of activation 

function on different position of dendrites. 

A. Artificial EEG generated by neuron with seven 

dendrites.  

The methodology is presented for generation artificial 

EEGs and EEG sub bands for detection and analysis of 

disorder brain. Each artificial EEG is studied into five 

constituent EEG sub bands: delta, theta, alpha, beta, and 

gamma using a model of neuron with seven dendrites. 

 
During normal brain activity, the pattern of neuronal 

firing represented by the EEG signal is less organized 

and has greater complexity and chaotically. 

Figures (16 and 17) shows result of implementation 

generated by neuron contains seven dendrites.  

 
Figure 16: Neuron with seven dendrites 

 
Figure 17: Neuron contains seven dendrites with close 

position of dendrites. 

Figure 18 shows the artificial EEG generated by neuron 

with seven dendrites. 

 

Figure 18: An artificial EEG generated by neurons with 

seven dendrites. 

We can classify many brain diseases. Also, we can use 

this model to determine a behavior of heart. Figure 15 

shows many behaviors of heart. 

6. Conclusion 

We have also given some networks by combining the 

neurons cited previously. In this contribution, we 

http://www.jchr.org/
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discovered that neurons print their tracks in information 

with threshold. Some numerical simulation results are 

provided to show the effectiveness of the work proposed 

in this paper. There are some potential research 

directions that could be considered for the future works. 

We hope that these results constitute a solid theoretical 

foundation to build up large-scale neuron networks, 

reflect real aspects of functional roles in neural 

assemblies, and make a significant contribution to 

establish large-scale neuron networks dealing with the 

neurological diseases such as epilepsy, Parkinson’s 

disease, Alzheimer’s disease, schizophrenia, and autism 

in the future. 
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